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The external electric field effect on the lowest excited states of indole was studied with the aid of second-order
Møller–Plesset perturbation theory based on the complete-active-space self-consistent-field wave function
(CASMP2) and the time-dependent density functional theory (TDDFT) methods. The order of magnitude
of the electric field experienced by indole in water and by the indole chromophore of tryptophan within a protein
in aqueous environment was estimated using molecular dynamics simulations with the Amber force field. It has
been shown that, at 300 K, the magnitude of the field is fluctuating significantly up to 5� 10�3 a.u. The
CASMP2 and TDDFT energy of the lowest pp* singlet state (Lb) shows only a relatively small variation within
the limit of the applied field, but the next pp* singlet state (La) and the lowest ps* singlet state of Rydberg
character are strongly influenced by the field, and for |E|ffi5� 10�3 a.u. either the strongly emitting La(pp*) state
or the essentially ‘‘dark’’ ps* state (depending on the orientation of the electric field vector) becomes the lowest
excited singlet state of the system. Since the lifetime of the emitting singlet state is governed by the pp*/ps*
crossing, as demonstrated in many experiments in clusters, this local field effect provides an attractive
mechanistic picture for understanding the variations of the tryptophan fluorescence lifetime in proteins.

1 Introduction

The electronically excited states of indole and substituted
indoles have attracted considerable attention in the context
of understanding the complex photophysical behavior of tryp-
tophan (Trp) side chains in proteins. The Trp fluorescence is
highly sensitive to the environment, making it an ideal choice
for reporting protein conformation changes and interactions
with other molecules.1 The properties used are changes in
fluorescence intensity, wavelength maximum (lmax), band
shape, anisotropy and fluorescence lifetime. The power of this
probe has been considerably amplified since Trp can often be
substituted for other amino acids, by site-directed mutagenesis,
with minimal effect on structure and activity. The emission
spectrum of Trp in proteins varies from a structured band to
a broad, diffuse band with wavelength maximum spanning a
40-nm range. The fluorescence quantum yield ranges from
0.35 to near zero.2

The environmental sensitivity of the wavelength of the emis-
sion maximum seems to be well understood.3 It has been
clearly shown that the shifts are due to the electric field
imposed by the protein and the solvent on the indole chromo-
phore of Trp. This may be termed as an internal Stark effect,
by analogy to the familiar shifting of energy levels via an
applied (external) field. The agreement of prediction and
experimental observations presented in ref. 3 seems to be very
good, so one can assume that the local electric field direction
and magnitude determine primarily the sign and magnitude
of the fluorescence shifts relative to vacuum. The relative
orientation and intensity of the electric field at the indole ring
determines whether there will be a red shift, a blue shift, or no
shift at all.
The variation of the Trp fluorescence lifetime or of its indole

chromophore has also been the subject of many investigations
in both the condensed and gas phases.1,4–16 However, no clear

picture emerges from these works that allows to understand
why the fluorescence lifetime (or the fluorescence quantum
yield) is varying by more than two orders of magnitude,
depending on the environment. To account for this effect,
the existence of very fast non-radiative decay channels that effi-
ciently quench the fluorescence is anticipated. The non-radia-
tive processes which determine the lifetime of the excited
states are presumably ultrafast internal conversion back to
the electronic ground state8 and photoionization (formation
of solvated electrons) in aqueous solution.6,12 In the gas phase,
numerous papers have discussed the role of the La–Lb inver-
sion,8,11,13 the La state being thought to be responsible for
the short lifetime of indole, but both experiments5 and calcula-
tions17 give similar (within a factor of three) radiative lifetimes
for these two states. Thus, the La–Lb inversion mechanism
does not explain how the lifetime of the excited state can vary
by more than two orders of magnitude.
In water solution, Trp exhibits a dual lifetime with t1 ¼ 0.3

ns and t2 ¼ 3 ns depending on the temperature and pH.1

These two components have been assigned to two rotamers,
linked to the positions of the protonated amino group
(NH3

+) and the ionized carboxy (CO2
�) group versus the

indole ring. The variations of the lifetime itself have been
explained either by a proton transfer or by an electron transfer
mechanism.7

Many single-Trp proteins also display double or triple expo-
nential decays. One obvious origin of these multi exponential
decays is the existence of multiple protein conformations.
Since the electric field generated by the nearby amino acids
on the indole chromophore depends on the conformation,
one expects that the electric field will change the indole life-
time, as will be shown in the following. Although a direct rela-
tionship between the emission wavelength and the lifetime
cannot be established,18 it is often observed that a longer life-
time corresponds to proteins emitting at longer wavelength.19
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This effect is seen in many proteins like annexinV, or human
parathyroidhormone (hPTH), but it is not always the case as
in phosphofructokinase (Bs-PFK), for instance.1

Considering the success of the Stark effect model to explain
the variation of the emission wavelength with the environment,
and following the same direction, we are presenting here the
results of a theoretical study on the effect of an external electric
field on the electronic excited states of indole that probably
provide a key mechanism determining the lifetime of Trp in
a protein. Indeed, a very recent publication by Callis and
Vivian20 has outlined the role of charge-transfer states for
understanding the variation of the Trp lifetime. They consider
the charge transfer to the amino group of the peptide chain.
Our previous calculations have shown that the 1ps* state is
a charge-transfer state with the s orbital expanding into the
space outside the ring, thus this state should be sensitive to
interaction with the peptide chain.
The proposal that we are developing here is a consequence

of the more general model presented in a recent publication21

where a surprisingly simple and general mechanistic picture of
the non-radiative decay of biomolecules such as nucleic acid
bases and aromatic amino acids has been suggested. The key
role in this analysis is played by an excited singlet state of
ps* character, which has a repulsive potential-energy function
with respect to the stretching of OH or NH bonds. The 1ps*
potential-energy function intersects not only the bound poten-
tial-energy functions of the 1pp* excited states, but also that of
the electronic ground state (cf. Fig. 1 reproduced from ref. 21).
These symmetry-forbidden intersections for the planar system
are converted into conical intersections when out-of-plane
modes are taken into account.22 The 1ps* state triggers an
internal-conversion (IC) process via predissociation of the
1pp* states and a conical intersection with the ground state.
The lifetime of the optically excited 1pp* state is thus governed
by the first intersection which determines the barrier for IC
process, and varies from one molecule to the other depending
largely on the energy gap between the 1ps* and the 1pp*
states.
This model has been already substantiated by several

ab-initio calculations and agrees well with experimental obser-
vations.
(i) In pyrrole23 (Fig. 1(c)), the 1ps* state is lower than the

1pp* and its UV excitation leads to the appearance of hydro-
gen atoms with a narrow kinetic energy distribution.24,25 This
effect can be related to the direct population of the repulsive
1ps* state.
(ii) In clusters of phenol and ammonia, PhOH–(NH3)n ,

calculations predict that the H transfer leads to formation

of hydrogenated ammonia clusters NH4(NH3)n through an
avoided crossing between the 1pp* and the 1ps* states.26 In
contrast to what had been expected,27–29 the excited state
dynamics is not controlled by an excited state proton transfer,
but by a hydrogen atom transfer process.30, 31 In this system
the reaction seems to proceed via tunneling since the process
is fast in the hydrogenated species and considerably slower
for deuterated species.32–34

(iii) Although less studied, theoretical calculations on the
excited states of indole predict an efficient H transfer in the
clusters and indeed, excitation of indole–(NH3)n (and 3-methy-
lindole–(NH3)n) clusters leads to the formation of NH4(NH3)n
clusters.14,29 Within an excess of few tenth of eV the reaction
proceeds very rapidly, and operates in the 50 ps regime.15

(iv) It has been shown, in good agreement with this mechan-
ism, that H atoms are produced when tryptophan is irradiated
with ultraviolet light within a protein.35

(v) Our model predicts the formation of hydrated electrons
as transient species in the H-transfer reaction in aqueous envir-
onment. This effect has been observed for numerous aromatic
chromophores upon UV excitation in water36 and indole and
Trp are among the best known examples.6,12

(vi) The lifetime of 2,3-dimethylindole, measured in a super-
sonic jet,8,10 decreases as the excitation energy increases for the
hydrogenated species, while for the deuterated molecule (2,3-
dimethylindole-d1) the variation is smaller. This was inter-
preted as the evidence of a tunneling from the emitting Lb state
to the dissociative La state. The barrier was assumed to be high
enough so only hydrogen atom can tunnel effectively in a time
comparable to the radiative lifetime, but deuterium cannot.
The recent calculations indicate, however, that the La state is
not dissociative along the NH stretching coordinate, but that
ps* is, and the S1 lifetime is governed by tunneling through
the 1pp*/1ps* avoided crossing.17

(vii) In a recent publication Dian et al.37 have shown
through combined UV and IR excitation that the indolic
NH stretching vibration can easily be observed in the ground
state, but not in S1 . This observation is particularly striking
in the case ofN-acetyltryptophan amide (NATA) andN-acetyl-
tryptophan methylamide (NATMA) where the NH stretch-
ing vibration of the peptide amino group is observed in both
the ground and excited state, but the indolic NH-stretch
vibration is only observed in the ground state. This can
readily be understood presuming a strong coupling between
the optically prepared bound 1pp* state and the dissociative
ps* state along the coordinate of the indolic NH vibration.
In previous calculations on indole, cf. Fig. 1(b) and Table 1,

it has been shown that the 1ps* state is expected to lie between
0.75 eV17,38 and 0.42 eV39 above the Lb (pp*) state at the
ground-state equilibrium geometry (NH distance of about
1 Å). The 1ps* state, which is purely repulsive along the NH
bond, crosses the 1pp* (Lb and La) states at a NH distance
of about 1.2 Å. The tunneling through this crossing is expected
to control the lifetime of the excited state. The 1ps* state
further crosses the ground state at a NH distance of 1.8 Å.
The second crossing is responsible for efficient internal
conversion to the ground state.
If a nearby molecule is linked to indole by a hydrogen bound

involving the H atom of the azine NH group, this hydrogen
atom is transferred to the molecule and this process removes
the conical intersection with the ground state along the NH
stretching coordinate.26 Then, in an aqueous environment,
hydrated electrons can be formed as transient species.40,41

Under some circumstances, this process can quench the indole
(or Trp) fluorescence on the femtosecond time scale, as it will
be discussed below.
The 1ps* state is strongly polar at the ground state equili-

brium geometry. It has a dipole moment of nearly 10 Debye
due to an electron transfer from the ring to the hydrogen atom
of the NH bond.17,39 The dipole moment of the 1ps* state

Fig. 1 Potential energy profiles of the lowest 1pp* states (K and ˙),
the lowest 1ps* state (N) and the electronic ground state (X) as a
function of the OH stretch (phenol) or NH stretch (indole, pyrrole)
reaction coordinate. Geometries have been optimized in the excited
electronic states at the CASSCF level; the PE profiles have been
obtained with the CASMP2 method. Taken from Ref. 21.
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points in the opposite direction to the dipole moments of the
La and Lb states (cf. Fig. 2). Thus, an electric field produced
by the environment on the indole chromophore is expected
to modify drastically the ps*–pp* energy gap. When the split-
ting is large (�0.5 eV), as estimated for the free molecule
(Table 1), a long lifetime is expected,8,11 whereas the life-
time should be in the femtosecond regime due to a strong
pp*/ps* mixing and a fast decay along the NH reaction
coordinate, if the splitting vanishes.
In the following we present results of calculations on the

modifications induced by an electric field on the ps*–pp*
energy gap in indole.

2 Quantum chemical calculations

2.1 Computational methods

The geometry of the ground state and of the three lowest
excited singlet states of indole was optimized with the aid of
the complete-active-space self-consistent-field (CASSCF)
method.42 The standard Dunning correlation-consistent basis
set augmented with polarization and diffuse functions on all
atoms (aug-cc-pVDZ)43 was used in geometry optimization.
The active space for the CASSCF calculations for the ground
state and for the La and Lb pp* excited singlet states includes
all valence p orbitals. The active space thus correlates 10 elec-
trons in 9 orbitals. For the lowest ps* excited singlet state, this
active space was enlarged by including the lowest s* orbital.
The geometry optimizations were performed with the
GAMESS package,44 and the planar geometry was assumed.
To incorporate electron-correlation effects, single-point

calculations at the optimized geometry were performed with
the multi-reference second-order Møller–Plesset perturbation
theory with respect to the CASSCF reference (CASMP2).45

The aug-cc-pVDZ basis set used in the CASSCF geometry
optimization is diffuse enough for the proper description
of the Rydberg-type ps* state in isolated molecule, but to
account for the external electric-field effect, this basis set was
additionally augmented with a set of diffuse sp functions of
exponent 0.02 positioned in the middle of the ring-shared
CC bond in the CASMP2 calculations.
The effect of the external electric field on the excited-state

CASMP2 energy was calculated as implemented in GAMESS.
Namely, the molecule is placed in the xy plane with the ring-
shared CC bond along the x axis and the nitrogen atom in
the first quarter of the plane (Fig. 2), andthe electric dipole
field of a given value and direction was added in the CASMP2
calculation. In this preliminary study, we report the effect of
the applied electric field along the Cartesian x and y axis, i.e.
parallel to the molecular plane. Our attempt to obtain the
CASMP2 energies for the z component of the field (perpendi-
cular to the molecular plane) was unsuccessful. The possible
reasons of this are discussed below.
When the electric field is applied in the x and y direction, the

symmetry plane is conserved, so that the pp* (La and Lb) and

the ps* excited singlet states belong to different symmetry (A0

and A00, respectively) in the Cs point group. The CASMP2 cal-
culations were thus performed for the state-averaged CASSCF
wave functions of the La and Lb states and for the single ps*
state. The electric-field calculations were performed for each of
the optimized geometries including the ground state which
served as the reference for the excitation energy. The electronic
nature of the states was identified by analysis of the respective
CASSCF wave functions. It has turned out that each of the
pp* states (La or Lb) was the lowest excited singlet state at
its optimal geometry.
When the electric field is applied along the z axis, the sym-

metry plane is broken and all the states belong to the same
symmetry block. Thus, the CASMP2 calculations for the z
component of the field have to be performed for the state-aver-
aged CASSCF wave function including all the excited states of
interest. The presence of the diffuse functions in the basis set
results in some problems in the CASSCF calculations with
external field perpendicular to the molecular ring. Breaking
the symmetry plane causes a substantial mixing between p
and s orbitals and the assignment of the states is less certain
as compared to the Cs symmetry case. Additionally, the
applied field causes a somewhat uncontrolled rotation between
orbitals of the active space and orbitals of diffuse Rydberg
character which are outside the active space but are stabilized
by the external electric field. It turns out that some additional
Rydberg-type states are present in the state-averaged CASSCF
solution between the valence La and Lb states. These effects
strongly decrease the credibility of the CASMP2 results
obtained in this case, which will not be presented in this paper.
Instead, in the following we present results obtained with the
aid of the time-dependent density-functional-theory (TDDFT)
method.
The TDDFT method,46 although more approximate than

CASMP2, offers some attractive features. Namely, it is less
limited with respect to the size of the system, several excited
states are obtained in a single calculation, and the assignment
of the states is more straightforward than for the state-aver-
aged CASMP2 calculations. Thus a direct comparison between
CASMP2 and TDDFT results may have important implica-
tions with respect to application of the latter method to large
molecular systems of biological relevance. The TDDFT calcu-
lations with the B3LYP functional were performed at the same
geometries and with the same basis set as CASMP2 calcula-
tions discussed above. Additionally, we performed TDDFT
calculations at the ground-state equilibrium geometry to check
the consequence of geometry changes on the behavior of the
excited-state PE surfaces upon an external electric field. The
effect of external electric field on the excited-state TDDFT
energies was calculated as implemented in Gaussian 98
program package.47

2.2 Results

2.2.1 Geometric and electronic structures. The ground state,
two low-lying valence pp* and the lowest Rydberg-type ps*
excited singlet states were optimized at the CASSCF level of
theory, as described in the previous section. The resulting geo-
metry parameters are presented in Table 1. For the ground and
the lowest valence Lb states, the results of Serrano-Andrés and
Roos39 are reproduced to a significant extent. The difference in
bond lengths and bond angles is generally of the order of 0.001
Å and 0.1�, respectively. The La state is exceptional with this
respect, and the geometry determined in this work differs
remarkably with respect to results of ref. 39. Variation of bond
lengths and bond angles as large as 0.05 Å and 1.0�, respec-
tively, can be noticed. Let us to mention that, for this La state,
a similar scatter of results obtained with the aid of different
theoretical methods has been collected in ref. 39. In our opi-
nion, this effect can be explained as follows. The equilibrium

Fig. 2 Positioning of indole in the Cartesian coordinates. The bold
arrows indicate the value and the direction of the dipole moment in
the different excited singlet states.
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geometry of the Lb state represents a global minimum on the
excited singlet state PE surface and is well separated from
the next excited singlet state (CASSCF energy of the La state
at the Lb geometry is by 1.36 eV higher). On the other hand,
the equilibrium geometry of the La state represents a local
minimum, and the vertical CASSCF energy of the Lb state
at this geometry is only 0.22 eV above. These states are thus
expected to be subject to strong vibronic interactions with each
other. Since both La and Lb states belong to the same totally
symmetric representation of the Cs point group, the in-plane
vibrational modes are involved into the coupling. An energy
gap of 0.22 eV is of the order of a typical vibrational frequency
of the skeletal stretching and bending modes thus the PE land-
scape along these modes is expected to be most strongly influ-
enced by the vibronic interactions. Since the energy gap
between the La and Lb states depends on the theoretical
method and the basis set used in the calculation, a large varia-
tion of geometry of the La state is determined in different
works (see ref. 39, and references therein).
The geometry of the Rydberg-type ps* state was for the first

time obtained at this level of theory, so the comparison to
other works is not possible. Inspection of the results presented
in Table 1 shows that the most important changes of geometry
for the ps* state with respect to the ground state involve
increase of the double bond lengths and decrease of the single
bond lengths. This behavior is related to the transfer of elec-
tron from the aromatic ring (p orbital) to the s* orbital loca-
lized mostly on the NH moiety as discussed in ref. 17.
The CASMP2 and TDDFT excitation energies for the low-

est singlet states are shown in Table 2. They were calculated at
the equilibrium geometry of the respective states thus, apart
from the zero-energy corrections, they represent adiabatic exci-
tation energies. The vertical transition energies (obtained at the
ground-state geometry) are also given for comparison. Our
CASMP2 results for the lowest pp* states are in reasonably
good agreement with the results of Serrano-Andrés and Roos39

obtained with a similar theoretical method (CASPT2), but
with different basis set and at slightly different geometries.
Both the CASMP2 and the CASPT2 results reproduce experi-
mental observations (cf. results collected in ref. 39) within the
expected precision of these theoretical methods, although
the Lb state seems to be remarkably underestimated by the
CASMP2 method. The experimental energy of the ps*
Rydberg-type state is unknown at present because this state
is essentially ‘‘dark’’ for direct absorption from the ground
state (its theoretically estimated oscillator strength is between
10�3 39 and 10�5 17) and is embedded within the ro-vibrational
manifold of the lower-lying pp* states. The vertical energy of
the ps* state obtained in this work is in good agreement with

the vertical energy reported in ref. 39 (Table 2), and its adia-
batic energy is lower by about 0.4 eV. This is a similar amount
of energy as found from comparison of adiabatic and vertical
energies of the pp* states.
The TDDFT results presented in Table 2 show that

although the relative location of the La and ps* states is very
similar to the CASMP2 result, the TDDFT energy of the Lb

state is the highest among the three excited states considered
in this work. The difference between the adiabatic energy of
the Lb state predicted by the two theoretical methods is as
large as 0.67 eV. This discrepancy can be related to the differ-
ent approximations involved into the two theoretical methods.
Apparently, two-electronic and higher excitations which are
largely ignored by the TDDFT method are relatively more
important for the Lb state than for the La state. Inclusion of
this effect at the variational CASSCF level is thus crucial for
the proper ordering of these states.
The distinct spectroscopic properties of the lowest excited

states of indole are reflected by differences in their wave func-
tions and the resulting dipole moment of each electronic state
(Fig. 2). The CASSCF dipole moments of the ground state
(1.96 D), of the Lb (1.62 D) and the La (7.82 D) excited states,
determined at the respective equilibrium geometries, are in rea-
sonably good agreement with experimental values (2.09 D,48

2.3 D49 and 5.7 D50), as well as with other theoretical data.17,39

Although, the La state is significantly more polar than the Lb

state and the ground state, the dipole moments of these states
are aligned in the first quarter of the molecular plane as
illustrated in Fig. 2. The ps* Rydberg-type state is much
more polar than the valence states with a dipole moment of
11.09 D which is moreover almost perfectly anti-parallel to the
dipole moments of the pp* states (Fig. 2). It is thus expected
that the two most polar states (La and ps*) of indole will
respond in a different way to the applied external electric
field. The TDDFT method as it is implemented in Gaussian
98 does not allow to calculate the excited states dipole

Table 2 Theoretical and experimental energies of the three lowest

excited singlet states of indole

State CASMP2a TD-B3LYPa CASPT2b experimentd

Lb(pp*) 4.05 (4.55) 4.83 (4.92) 4.35 4.37

La(pp*) 4.45 (4.96) 4.56 (4.79) 4.67 4.54

ps* 4.67 (5.08) 4.66 (4.72) 4.85c –

a Adiabatic and vertical (in parentheses) energy of this work. b Adia-

batic energy of ref. 39. c Vertical energy of ref. 39. d Adiabatic energy

ref. 16.

Table 1 Bond lengths and bond angles optimized with the CASSCF method for the ground state and for the three lowest excited states of indole

(see Fig. 2 for enumeration of atoms)

Bond S0 Lb(pp*) La(pp*) ps* Angle S0 Lb(pp*) La(pp*) ps*

N1C2 1.378 1.391 1.313 1.297 N1C2C3 109.7 108.8 106.7 109.6

C2C3 1.367 1.383 1.435 1.452 C2C3C4 106.7 107.7 107.5 106.1

C3C4 1.444 1.427 1.468 1.410 C3C4C5 134.0 134.0 133.1 134.1

C4C5 1.410 1.419 1.411 1.412 C4C5C6 118.9 117.8 115.1 118.1

C5C6 1.387 1.444 1.431 1.397 C5C6C7 120.9 121.7 123.4 121.2

C6C7 1.415 1.440 1.365 1.404 C6C7C8 121.2 120.9 122.0 121.6

C7C8 1.388 1.433 1.446 1.416 C7C8C9 117.6 116.9 113.0 116.4

C8C9 1.405 1.412 1.404 1.374 C9N1H 125.6 124.8 123.6 126.4

N1H 0.995 0.995 1.003 1.029 N1C2H 120.6 120.9 122.7 121.0

C2H 1.077 1.075 1.076 1.078 C2C3H 126.0 125.5 124.6 125.0

C3H 1.077 1.078 1.077 1.077 C4C5H 120.5 119.3 122.6 120.8

C5H 1.082 1.079 1.078 1.080 C5C6H 119.9 119.3 118.2 119.6

C6H 1.082 1.080 1.084 1.080 C6C7H 119.3 119.2 119.3 119.5

C7H 1.082 1.080 1.082 1.080 C7C8H 121.0 121.2 123.4 121.7

C8H 1.082 1.080 1.078 1.078
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moments, so comparison between the methods in this respect is
not possible.

2.2.2 Electric field effect. The evolution of the CASMP2
adiabatic energy of the lowest excited singlet states of indole
as a function of the external electric field applied along the x
and y Cartesian coordinates is presented in the upper part of
Fig. 3. The respective TDDFT results are given for compari-
son in the lower part of the figure.
Before discussing the results shown in Fig. 3, lets us com-

ment a technical detail related to the construction of this fig-
ure. Although, with some exceptions, the theoretical energies
of the excited states of interest are reasonably close to experi-
mental values, we decided to show also the CASMP2 adiabatic
energy of the Lb and La states and the TDDFT of the Lb state
at E ¼ 0 (no external field applied) adjusted to experimentally
observed position of the 0–0 line of a given electronic transi-
tion in order to account for subtle resonant effect which can
be caused by the external field. This means that the CASMP2
energy of the Lb and La states were risen by 0.32 and 0.09 eV,
respectively, while the TDDFT adiabatic energy of the Lb state
was shifted down by 0.46 eV in order to reproduce the correct
ordering of the states. The TDDFT energy of the La , as well as
both CASMP2 and TDDFT adiabatic energies of the ps*
state were left at the calculated values in view of marginally
small difference with respect to experiment (La state) or to
other theoretical values (ps* state). The corrected CASMP2
potential energy functions of the Lb and La states (Fig. 3(a)
and (b)) and corrected TDDFT potential energy function of
the Lb state (Fig. 3(c) and (d)) are represented by dashed lines.
The results shown in Fig. 3(a) and (b), indicate a relatively

small variation of the Lb state within the range of the applied
external electric field, as expected from the small dipole
moment of this state, cf. Fig. 2. On the other hand, both polar
states, La and ps*, show a remarkable modulation of their
energy upon the applied field. These states cross each other
at relatively small positive value of the electric field applied
either along the x or y direction. For larger negative value of

the field (Ex or Ey), the La state crosses the Lb state and
becomes the lowest excited singlet state of the system. Since
the La state is ‘‘allowed’’ for absorption from the ground state,
alignment of the external electric field along these directions is
thus expected to increase the indole fluorescence. If, however,
the electric field is aligned along the positive x or y directions,
the ps* state is stabilized and becomes the lowest excited sing-
let state of the system for large values of the field. This align-
ment of the electric field is thus expected to decrease the
fluorescence yield of the system because the ps* state is almost
‘‘ forbidden’’ for absorption from the ground state, and is
supposed to induce an efficient radiationless decay related to
the detachment of the hydrogen atom from the NH group.17

The TDDFT results presented in Fig. 3(c) and (d), are qua-
litatively similar to the respective CASMP2 results with a
noticeable exception for the La state when the field is applied
along the short molecular axis x. Whereas there is a strong vari-
ation of the La state energy in response to the Ex component
of the field at the CASMP2 level (Fig. 3(a)), the TDDFT
energy is almost invariant (like the Lb state) with the strength
of the field applied in this direction. This could be understand-
able if the La TDDFT dipole moment was aligned along the
long molecular axis y, with no component along the short
molecular axis x. Unfortunately, the TDDFT method in
its current implementation with Gaussian does not allow to
calculate the excited states dipole moments.
We want to stress that the level crossings visible in Fig. 3 are

not real crossings, because all the states are calculated at their
equilibrium geometry. These are thus apparent crossings
resulting from one-dimensional projection of the multi-dimen-
sional PE surfaces. To illustrate the effect of real crossings
between the PE functions of the excited singlet states caused
by the external electric field, we present the variation of
TDDFT vertical energies obtained at the ground state geome-
try in Fig. 4. To get the proper ordering of the states we shifted
down TDDFT vertical energy of the Lb state by 0.37 eV to
reproduce the vertical CASMP2 energy of this state at E ¼ 0
(Table 2) as discussed above (dashed line with squares in
Fig. 4). In the same way, the TDDFT vertical energy of the
ps* state was shifted up by 0.4 eV (Table 2) to reproduce
the vertical CASMP2 energy at E ¼ 0 (dashed line with
triangles in Fig. 4).
The results presented in Fig. 4(a) and (b) are qualitatively

similar to the adiabatic PE functions shown in Fig. 3(c) and
(d), but now the crossing between the pp* and ps* states are
real, because they are calculated at the same ground state geo-
metry. Thus an external electric field of sufficient strength is
able to change the ordering of the lowest excited singlet states
of indole.
The electric field applied along the x or y axis modulates the

energy gap between the ps* and pp* states, but does not
induce any coupling between them, because the planar Cs

symmetry is preserved. When the external field is applied

Fig. 4 Variation of the TDDFT vertical energies of the lowest
excited singlet states: Lb (K), La (X) and ps* (N), as a function of
the external electric field applied along the x- (a), the y- (b) and the z-
(c) Cartesian axis. The dashed lines represents the TDDFT energy of
the Lb and ps* states normalized to the CASMP2 vertical energy
of these states, respectively, at E ¼ 0.

Fig. 3 Variation of the CASMP2 (upper panels) and TDDFT (lower
panels) adiabatic energies of the lowest excited singlet states: Lb (K), La

(X) and ps* (N), as a function of the external electric field applied
along the x- (a and c) and y- (b and d) Cartesian axis. The dashed lines
represent the energies normalized at E ¼ 0 to the experimental 0–0
line, respectively, for the La and Lb states.
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perpendicularly to the molecular plane, the Cs symmetry of the
Hamiltonian of the system is broken and the coupling between
the ps* and pp* states is turned on. The effect of the Ez com-
ponent of the electric field on the vertical TDDFT energies of
the states is shown in Fig. 4(c). Once again, the energy of the
Lb state is almost independent of the applied field, but both
the La and ps* more polar states respond remarkably to the
Ez field, although their dipole moments are in-plane polarized.
What is clearly visible from Fig. 4(c) is an apparent repulsion
between La and ps* states induced by the external field. Ana-
lysis of the relevant molecular orbitals and CI coefficients of
the TDDFT wave functions shows that there is a substantial
mixing between all the excited states. This effect can transpar-
ently be visualized by examination of the oscillator strengths
for absorption from the ground state to the respective excited
singlet states shown in Fig. 5.
The ps* statewhich is essentially ‘‘dark’’ for absorption from

the ground state for E ¼ 0 ( f ¼ 0.002) gains remarkable intensity
( f ¼ 0.012) at Ez ¼ 0.005 a.u. The intensity borrowing is at the
expense of a decrease in oscillator strength for the ‘‘allowed’’
absorption to the La state ( f ¼ 0.071 at E ¼ 0 down to
f ¼ 0.059 at Ez ¼ 0.005 a.u.). A perpendicular electric field also
amplifies the coupling between the La and Lb states as can be
seen from variation of oscillator strength of the latter state.
Although we were unable to get converged CASMP2 results

for the Ez component of the external field, the qualitative
agreement between the TDDFT and CASMP2 PE profiles
obtained for a field aligned along the x or y axis, as discussed
above, allows us to conclude that this is also the case for per-
pendicular alignment of the field. Thus, an important effect of
the perpendicular electric field, apart from the modulation of
the pp*–ps* energy gap, is a more effective coupling of the
pp* manifold to the non radiative decay channels provided
by the ps* state.

3 Molecular dynamic simulation and discussion

The calculations presented above show that the electric field
induced by the environment on the indole chromophore of
tryptophan can produce a significant modulation of the pp*–
ps* energy gap, which governs an access to the non radiative
decay channels of the S1 state of indole. Some aspects of this
effect have to be discussed.

3.1 Order of magnitude of the electric field

The calculations have indicated that the magnitude of the
external electric field on the indole molecule should be in the

range of 2–5� 10�3 a.u. to induce a noticeable effect on the
pp*–ps* energy gap. In order to estimate the strength of the
electric field experienced by indole in a protein, we have calcu-
lated the field induced on the indole chromophore of a small
protein (Cobra toxin) in an environment of 840 water mole-
cules using molecular dynamics simulations with the Amber
force field. The histogram of the electric field intensity fluctua-
tions along the x, y and z coordinates, calculated at the origin
of the coordinates (in the middle of the ring-shared CC bond,
Fig. 2) during a trajectory run at 300 K, is presented in Fig. 6.
This calculation takes into account the partial charges of the
840 water molecules around the protein and all the atoms
which do not belong to the indole rings. The histogram shows
that, at this temperature, the magnitude of the field is varying
considerably up to 5� 10�3 a.u., and for instance the mean
value for the Ex component is �3.2� 10�3 a.u.. The field
values obtained in this simulation are thus large enough to
cause a significant modulation of the pp*–ps* energy gap
which may eventually lead to an intersection between the states
as discussed in the previous section.

3.2 pp*–pr* energy gap and excited state lifetime

This paper deals only with the pp*–ps* energy gap modulation
induced on the indole chromophore of tryptophan by the elec-
tric field induced by the environment. The link between the
energy gap and the excited state lifetime remains to be estab-
lished, but some guidelines can be drawn. When Ez ¼ 0, the
planar symmetry is preserved, and the decay of the pp* state
is mediated by its conical intersection with the ps* state. A

Fig. 6 Top: Alpha cobra-toxin protein taken from the Protein Data
Bank (1CTX in PdB nomenclature). This protein contains only one
tryptophan residue. Bottom: calculated electric field induced along
the x,y,z Cartesian axis at the middle of the indole chromophore by
the rest of the protein surrounded by 840 water molecules. The mean
value of the Ex field is �3.2� 10�3 a.u.

Fig. 5 Variation of the oscillator strength of the lowest excited states
as a function of the external electric field applied along the z Cartesian
axis. Lb (K), La (X) and ps* (N).
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smaller energy gap will clearly decrease the pp* S1 lifetime, just
by lowering the intersection seam. In this case, out-of-plane
molecular vibrations induce the internal conversion process.
When Ez is non-zero, the Cs symmetry of the electronic Hamil-
tonian is broken and the pp* and ps* states are mixed, as dis-
cussed previously, even for the planar arrangement of nuclei.
In this case, the lifetime is not only affected by the location
of the intersection, but also by the degree of mixing.
In any case, the pp*!ps* non adiabatic transition can be

viewed as a tunneling across the conical intersection, along the
NH coordinate. The tunneling probability depends strongly on
the barrier height and on its width, but quantitative character-
ization of the barrier at the excited state PE surfaces with the
nowadays-available quantum chemical methods is still far
from the precision desired.

3.3 Correlation between longer lifetime and red shift

As mentioned in the introduction, a correlation between the
red shift of the tryptophan fluorescence in proteins and a
longer lifetime is often found, although this correlation is
far from being perfect. In the weak electric field limit
(|E|< 0.0025 a.u.), in particular when the field is applied along
the y axis (Fig. 3(b)), the energy gap between the emitting La

state and the ground state decreases and this corresponds to
a red shifted fluorescence. Eventually, for a larger negative
value of the field applied in a molecular plane, the emitting
La state can become the lowest excited singlet state of the sys-
tem, thus further increasing the fluorescent properties of the
system. Under the same conditions, the La–ps* energy gap
increases, thus the barrier for internal conversion gets higher
and a longer fluorescence lifetime is expected.

3.4 Hydrogen bonding

In the representation described above, only the free indole
chromophore has been considered. In the condensed phase,
indole is often linked to another molecule (solvent or amino
acid residue) by hydrogen bonding, which is expected to influ-
ence strongly the pp*/ps* coupling. Two limiting cases can be
discussed, depending on the ‘‘hydrogen affinity ’’ of the mole-
cule bound to the indolic NH moiety. If the molecule bound
to indole has a strong hydrogen affinity, like ammonia, the
departing H atom can be captured by the nearby molecule
leading to the formation of hydrogenated radicals such as
the ammonium radical NH4 , and the lifetime of the indole
excited state will be reduced. On the other hand, if the hydro-
gen affinity of the hydrogen bonded molecule is poor (as for
water), the ps* state is pushed up at intermediate NH dis-
tance, the pp*/ps* crossing occurs at a higher energy and
therefore the lifetime increases. Such effects have been very
well characterized in the case of phenol clusters.26,29 In phe-
nol–(NH3)n clusters, excitation to S1 leads to the formation
of NH4(NH3)n clusters, and the S1 lifetime is shortened (1 ns
for the phenol–NH3 complex, 400 ps for phenol–(NH3)2). On
the other hand, the lifetime of phenol–H2O (16 ns) is longer
than that of the free phenol (2 ns).51 A similar behavior has
been recorded for 3-methylindole where the lifetime of the
ammonia complex is very short as compared to that of the
water complex.8,11 The hydrogen affinity concept which corre-
sponds to the possibility for a solvent molecule to capture the
departing H atom and to produce a (meta)stable radical, just
begins to be characterized for some simple neutral solvent
molecules such as H2O

40,52 and NH3 ,
53,54 and will require

more experimental and theoretical work.

3.5 Solvated electrons and fluctuations of the electric field

At first glance, it seems difficult to reconcile two experimental
observations: the lifetime of indole in water is in the order of
4.4 ns1,55 after excitation of the pp* state, but hydrated

electrons are produced in less than 100 fs12 after excitation
of indole in the 266 nm energy range, although the quantum
yield for this process is very small.
This behavior can be understood with our model in taking

into account the following arguments to run molecular
dynamics simulations.
(i) When the ps* state of an aromatic chromophore is popu-

lated, an electron is ejected to the aqueous solvent (charge-
transfer to the solvent, CTTS, process) as shown by previous
ab initio calculations.23,26,38 The electron ejection is followed
by proton transfer (PTTS) leading in fact to a hydrogen trans-
fer (HTTS) process and to the formation of hydronium radical
(H3O).
(ii) The hydronium radical solvated in water has been found

to be a charge-separated complex, consisting of a hydronium
cation and a ‘solvated’ electron cloud.40,41 Its characteristic
spectroscopic features (calculated VIS and IR absorption
spectra)40,56,57 have lead to the conclusion that the solvated
hydronium radical is a precursor of the hydrated electron.
(iii) However, it seems difficult to reach the ps* state with a

266 nm (4.66 eV) excitation of the free molecule, since this
state lies above 4.8 eV and its oscillator strength is too small
for effective one-photon excitation. In order to be optically
accessible the ps* has to be lower in energy and to mix
efficiently with the ‘‘allowed’’ La state. The results presented
above show that the ps* state energy strongly depends
on the local electric field, and can be drastically influenced
by fluctuations of the environment.
Whether an environment of water around the indole mole-

cule can generate an electric field strong enough to mix the
pp* and ps* states can be tested in running classical trajec-
tories involving one indole molecule solvated by 512 water
molecules at 300 K using the Amber force field. The results
are shown in Fig. 7. The calculated fluctuations of the electric

Fig. 7 Histogram of the electric field fluctuations induced by 512
water molecules surrounding an indole molecule at 300 K. The trajec-
tory has been run for 1.5 ps but because the system must equi-
librate, the first 0.5 ps are not taken into account. The electric field
is calculated every 20 fs while the integration step is 1 fs.
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field are surprisingly large and particularly so along the z axis,
so that the indole spends some time in an environment with a
local Ez field strong enough to mix the pp* and ps* states.
Keeping these points in mind, the detection of solvated

electrons produced at the sub-picosecond time scale and the
nanosecond lifetime of the excited state might be understood
in the following way:
(i) Some molecules are excited in a local environment where

Ez is large enough so that excitation leads to the mixed pp*/
ps* state that can immediately eject an electron (or a hydrogen
atom leading to the formation of a hydronium radical) to the
solvent resulting in the observation of ‘‘ solvated electrons ’’.
(ii) Most of the molecules are in a local environment where

the field is smaller than the threshold for interstate mixing. In
this case, the pp* state is excited and since the coupling to the
ps* state is weak, a long (nanosecond) lifetime is observed.
This interpretation would need to be refined; in particular,

the time dependent solvent reorganization that occurs after
optical excitation should be taken into account and can modify
this simple picture.

4 Conclusions and prospects for the future

In this paper, we have pointed out that the energy gap between
the pp* and ps* lowest excited singlet states of indole is
strongly modulated by the local electric field acting on the
indole ring. The pp*–ps* energy gap, of 0.4–0.6 eV, in the
absence of external field, decreases strongly or even vanishes
in a moderate electric field of about 5� 10�3 a.u. Since the life-
time of the emitting pp* singlet state is governed by the pp*/
ps* crossing, as demonstrated in many experiments in clusters,
this local field effect provides an attractive mechanistic picture
for understanding the variations of the tryptophan fluores-
cence lifetime in proteins.
The present work will be complemented in the following

directions:
(i) The results presented in this work shows a qualitative

agreement between the CASMP2 and TDDFT methods as
far as the response of the excited singlet state energy to the
external electric field is concerned, although ordering of the
states appears to be sensitive to the theoretical method used.
(ii) A full map of the variation of the pp*–ps* energy gap,

DEpp*/ps* , as a function of the three components of the field
(Ex, Ey, Ez) has to be established in order to obtain, if possible,
an analytical formula DEpp*/ps* ¼ f (Ex, Ey, Ez), which will
then be used in molecular dynamic simulations of the effect.
(iv) A link between the pp*–ps* energy gap and the lifetime

of the S1 state should be established: this might be achieved
using simple test systems for which the calculations and experi-
ments can easily be compared.
(v) Finally, the role of a specific environment, in particular

hydrogen bonded systems, has to be investigated.
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