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The combined results of ab initio electronic-structure calculations and spectroscopic investigations of jet-cooled
molecules and clusters provide strong evidence of a surprisingly simple and general mechanistic picture of the
nonradiative decay of biomolecules such as nucleic bases and aromatic amino acids. The key role in this picture
is played by excited singlet states of ps* character, which have repulsive potential-energy functions with respect
to the stretching of OH or NH bonds. The 1ps* potential-energy functions intersect not only the bound
potential-energy functions of the 1pp* excited states, but also that of the electronic ground state. Via
predissociation of the 1pp* states and a conical intersection with the ground state, the 1ps* states trigger an
ultrafast internal-conversion process, which is essential for the photostability of biomolecules. In protic
solvents, the 1ps* states promote a hydrogen-transfer process from the chromophore to the solvent.
Calculations for chromophore–water clusters have shown that a spontaneous charge-separation process takes
place in the solvent shell, yielding a microsolvated hydronium cation and a microsolvated electron. These results
suggest that the basic mechanisms of the complex photochemistry of biomolecules in liquid water can be
revealed by experimental and theoretical investigations of relatively small chromophore–water clusters.

1. Introduction

The aromatic amino acids tryptophan and tyrosine and the
nucleic acid bases adenine, guanine, cytosine and thymine
represent some of the most important building blocks of life.
A characteristic feature of the photochemistry of these mole-
cules in the condensed phase is the extremely low quantum
yield of fluorescence of the strongly UV absorbing singlet
pp* excited states, indicating the existence of very fast nonra-
diative processes which efficiently quench the fluorescence.1,2 It
is conceivable that the evolution of life has selected molecular
building blocks with particularly short excited-state lifetimes
to minimize dangerous photoreactions in living cells. The non-
radiative processes presumably are ultrafast internal conver-
sion (IC) back to the electronic ground state and
photoionization (formation of solvated electrons) in aqueous
solution.3 They quickly dissipate the photon energy before
more profound chemical rearrangements can take place. This
so-called photostability is obviously particularly essential for
the constituents of the DNA which encode the genetic infor-
mation of all living matter.
It is also well known that the fluorescence lifetimes of tryp-

tophan and its chromophore, indole, depend very sensitively
on the environment.4 This property can be used to obtain
information on the dynamics of proteins.5 The commonly
accepted explanation of this behavior is the vibronic mixing
and inversion of the lowest two 1pp* states of indole in polar
environments.2,4 These states are commonly labeled as La

and Lb , following a suggestion of Platt for the classification
of states in alternate hydrocarbons. The La–Lb interconversion

invoked to explain the quenching of fluorescence in indole and
tryptophan6 does not convincingly explain, however, the ultra-
short lifetime of the fluorescing state. In fact, it has been
argued that vibronic interaction with a third, so far unknown,
electronic state is necessary to explain the observations in
indole and 3-methylindole.7

In recent years, the spectroscopy of isolated biomolecules as
well as size-selected clusters of biomolecules with typical sol-
vent molecules has provided a significant amount of new and
precise information on these systems. The spectroscopy and
photochemistry of clusters of indole and phenol (the chromo-
phore of tyrosine) with water and ammonia, for example, have
been investigated in great detail, see refs. 6 and 8–12 and refer-
ences therein. The isolated DNA bases, their clusters with
water, and nucleic-acid base pairs have recently been investi-
gated with laser-induced fluorescence (LIF) and resonance-
enhanced multi-photon (REMPI) spectroscopy.13–17 While
the pyrimidine bases uracil and thymine exhibit only broad
and diffuse REMPI spectra and lack fluorescence even under
isolated-molecule conditions,13 [13], the purine bases adenine
and guanine show sharp REMPI and LIF spectra, albeit only
in a very narrow energy range.14–16 In all DNA bases a low-
lying nonradiative threshold is observed, at which an abrupt
quenching of the fluorescence occurs.14–16 It has been sug-
gested that 1pp*–1np* coupling is responsible for the fluores-
cence quenching of the 1pp* state of the DNA bases, but
this argument does not provide an explanation of the postu-
lated ultrashort lifetime of the 1np* states.14,15,18

In this article, we collect evidence obtained in recent theore-
tical and experimental investigations for the existence of a sim-
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ple and universal mechanism of ultrafast radiationless decay in
aromatic biomolecules, namely hydrogen-detachment driven
IC in the isolated systems and chromophore-to-solvent hydro-
gen transfer in clusters. The most complete set of data, both
experimental and theoretical, is presently available for phenol
and indole and their clusters with water and ammonia. The fol-
lowing discussion therefore will largely rely on these results.
We shall also discuss preliminary theoretical results for ade-
nine in comparison with experimental data. We propose that
our findings for these representative systems are generic to
all aromatic molecules containing hydroxy (OH) or azine
(NH) groups.

2. Photochemistry of phenol, pyrrole and indole

The relevant potential-energy (PE) functions of phenol, indole
and pyrrole are displayed in Fig. 1. For clarity, only the lowest
1pp* and 1ps* states are shown. 1np* states are located at
higher energy in these systems and are not likely to be involved
in the photochemistry of the lowest 1pp* states.
The curves shown are minimum-energy reaction-path pro-

files, that is, the values of all other coordinates have been opti-
mized for a given value of the reaction coordinate. The
reaction coordinate is the OH stretch coordinate of phenol
and the NH stretch coordinate of pyrrole and indole, respec-
tively. The geometries of the 1pp* and 1ps* states have been
optimized, while the ground-state energy is calculated at the
1ps* optimized geometries. The geometry optimizations have
been performed at the CASSCF level; single-point energy cal-
culations along the reaction path have been performed with
the CASPT2 method.19 For more details, we refer to refs.
20–22.
The lowest 1ps* state in these systems has previously been

classified as a 3s Rydberg state.23–25 An analysis of the wave
function at the equilibrium geometry of the ground state
indeed reveals the diffuse character of the s* orbital.20–22

However, the stretching of the OH bond of phenol or the
NH bond of pyrrole/indole leads to a collapse of the antibond-
ing s* orbital towards the 1s orbital of hydrogen. This Ryd-
berg-to-valence orbital transformation is reflected by the
double-well shape of the 1ps* PE function in pyrrole and
indole, see Fig. 1(b)and (c). A shallow barrier separates the
inner Rydberg part of the PE function from the outer valence
part, which is repulsive. Interestingly, the repulsive 1ps* PE

function intersects not only the 1pp* PE functions (in phenol
and indole), but also the ground-state PE function. These sym-
metry-allowed intersections of 1A0 and 1A00 states are converted
into conical intersections when out-of-plane modes are taken
into account.26

The generic shape of the 1ps* PE function in these systems
derives from two simple properties of the electronic structure.
First, the s* natural CASSCF orbital is, as shown in Fig. 2 for
phenol, indole and pyrrole, localized on the OH or NH bond,
respectively, and is antibonding with respect to this bond. This
localization and the antibonding character provide a strong
driving force for the detachment of the H atom in the 1ps*
state. Second, the intersection of the ps* state of 1A00 symme-
try with the ground state of 1A0 symmetry is enforced by sym-
metry in planar systems. The 1ps* state correlates
asymptotically with the 2p ground state of the phenoxyl, indo-
lyl or pyrrolyl radical and the hydrogen atom in the 1s state,
which is the lowest dissociation limit. Being of 1A0 symmetry,
the ground state cannot correlate with this lowest dissociation
limit of 1A00 symmetry. The 1A0 ground state thus must corre-
late to a higher dissociation limit, corresponding to a 2s
excited state of the radical. The existence of a conical intersec-
tion of the lowest 1ps* state with the ground state is thus a
generic property of planar aromatic systems for which the
ground state of the hydrogen-abstracted radical is of 2p char-
acter. This simple relationship between the energetic ordering
of the p and s structures of aromatic radicals and potential-
energy crossings of the corresponding closed-shell systems
has been inferred long ago by Evleth and collaborators on
the basis of semiempirical molecular-orbital calculations.27,28

The key point for the photophysics is the predissociation of
the optically excited 1pp* state by the repulsive and optically
dark 1ps* state. The different photophysical dynamics of these
systems can be understood in terms of the relative location of
the 1ps* and the 1pp* states. When the 1ps* surface is below
the 1pp* surface over most of the relevant nuclear configura-
tion space, as in pyrrole (cf. Fig. 1(c)), there is fast internal
conversion from the 1pp* to the 1ps* state, and the photo-
chemistry is determined by the dynamics of the 1ps* surface
and its conical intersection with the ground state. The conical
intersection may cause ultrafast IC to the ground state, or
alternatively, may lead to H atom detachment. This explains
the complete absence of fluorescence in pyrrole. A weak fluor-
escence and weak and diffuse absorption lines assigned to the
1ps* state have been observed, on the other hand, in N-methyl

Fig. 1 PE profiles of the lowest 1pp* states (squares and diamonds), the lowest 1ps* state (triangles) and the electronic ground state (circles) as a
function of the OH stretch (phenol) or NH stretch (indole, pyrrole) reaction coordinate. Geometries have been optimized in the excited electronic
states at the CASSCF level; the PE profiles have been obtained with the CASPT2 method.
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pyrrole,29 which is understandable in the light of the above dis-
cussion.
When the minimum of the 1pp* surface is lower than the

minimum of the flat 1ps* surface, like in phenol and indole,
a 1pp*–1ps* curve crossing occurs at intermediate OH/NH
distances (cf. Fig. 1(a) and (b)). The photochemical dynamics
is then crucially dependent on the energetic location of the
crossing and the excess energy available in the 1pp* state. Exci-
tation below the minimum of the 1pp*–1ps* crossing seam
results in sharp spectra and a high quantum yield of fluores-
cence. Excitation above the crossing seam, on the other hand,
results in diffuse absorption spectra and a complete quenching
of the fluorescence.
The qualitative topography of the adiabatic PE surfaces

resulting from the crossing of a repulsive 1ps* state with
bound 1pp* and S0 states is illustrated in Fig. 3. The S1 surface
typically exhibits a local minimum of 1pp* character in the
vicinity of the equilibrium geometry of the ground state. The
upper (1pp*–1ps*) conical intersection typically induces a bar-
rier on the S1 surface, which separates the local 1pp* minimum
from the conical intersection of 1ps* with S0 (cf. Fig. 3). This
barrier is likely to be responsible for pronounced isotope
effects on the fluorescence lifetime and quantum yield. It
should be kept in mind that Fig. 3 is an oversimplification of
the actual situation, since the coupling modes are in general
different for the 1pp*–1ps* and 1ps*–S0 conical intersec-
tions.26

The PE functions shown in Fig. 1 and 3 provide us with a
qualitative explanation of the photophysical behavior of phe-
nol, indole and related chromophores. The fluorescence life-
time of the vibrationless level of the 1pp* state of phenol is 2
ns, whereas the corresponding lifetime for the deuterated phe-
nol (C6H5OD) is 16 ns,30–32 which indicates that the lifetime is
controlled by a tunneling process. The existence of a low bar-
rier towards hydrogen detachment also explains why the fun-
damental of the OH stretch vibration could not be observed
in the S1 state:

33 the v ¼ 1 level of the OH vibration dissociates
too quickly. The very short lifetime of the S2(pp*) state of phe-
nol (shorter than 350 fs34) can be understood either in terms of
S2� S1 IC, yielding the S1 state with an excess energy which is
larger than the barrier towards dissociation, or a direct cross-
ing of S2(pp*) with the repulsive 1ps* state.
The energy of the S1(pp*) excited state relative to the repul-

sive 1ps* state also is a governing factor of the photophysical
behavior. If the S1(pp*) state is low in energy as in polycyclic
aromatics (e.g., naphthol vs. phenol), more excess energy in the
S1 state is required to reach the nonradiative threshold.
In indole derivatives, e.g. 3-methylindole and 2,3-dimethy-

lindole, it has been found that the lifetime shortens as the
excess energy increases in the S1(pp*) state, while in the deut-
erated species the lifetime is longer and does not change much
with excitation energy,35 which again indicates control of the
lifetime by a tunneling mechanism. The 1La–

1Lb coupling
alone cannot explain these observations.17

While the spectroscopic studies provide direct information
on the barrier associated with the 1pp*–1ps* conical intersec-
tion, they do not tell us much about the dynamics at the 1ps*–
S0 conical intersection. The dynamics depends not only on the
dissociative motion of the H atom, but also on the character of
the coupling mode (i.e., the out-of-plane mode which couples
the 1A00(ps*) state with the S0 state at the intersection) and
the coupling strength. Information on this coupling has so
far only been obtained for malonaldehyde, where it was found
that the coupling mode consists of essentially pure out-of-
plane motion of the dissociating H atom.26,36 Involving mostly
motion of the light hydrogen atom, this conical intersection
should result in an extremely fast IC process. (For comparison,
the IC timescale of the conical intersection of the two lowest
energy surfaces of the H3 molecule has been estimated experi-
mentally and theoretically as 3–6 fs.37,38) Fig. 3 indicates that
one should expect a branching of the chemical dynamics into
repopulation of the S0 state of the parent molecule and disso-
ciation to ground-state radicals and H atoms. When the for-
mer process takes place, the photon energy is converted into
heat, preserving the chemical identity of the molecule. This is
presumably the dominant photochemical channel. H release
of phenol after UV excitation in the energy range of the
S2(pp*) state has been observed, however, both in the con-
densed phase39 and in the gas phase.40 More detailed gas-phase
investigations are necessary to establish that the H release is a
direct process on the 1ps* surface, rather than a statistical dis-
sociation process on the ground-state surface. Very recently, H

Fig. 2 The s* natural orbital obtained by a CASSCF calculation for the 1ps* state of (a) phenol, (b) indole, and (c) pyrrole at the ground-state
equilibrium geometry.

Fig. 3 Schematic view of the conically intersecting S0 ,
1pp*, and

1ps* PE surfaces. The upper (lower) cone arises from the intersection
of the repulsive 1ps* surface with the 1pp* (S0) surface.
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atom release has also been observed in free 2-hydroxypyridine
for excitation wavelengths shorter than 243 nm.41

3. Photochemistry of indole in aprotic polar
solvents

The electronic-structure information discussed in the preceding
section also sheds new light on the origin of solvent effects on
the spectroscopy of these systems. The pronounced sensitivity
of the fluorescence behavior on the environment is a general
property of biological chromophores.1,2,4 The most compre-
hensive and detailed investigations have been performed for
indole and tryptophan, see ref. 2 and references therein.
As mentioned above, the effect of a polar environment on

the relative location of the La and Lb
1pp* states of indole

and substituted indoles has been extensively discussed in the
literature.2,4,9,17,35 It has been argued that the La state, being
more polar than the Lb state and the ground state, should be
stabilized more than the Lb state by a polar or polarizable
medium, and may thus move below the Lb state. This effect
has been correlated with the drastic changes in the fluorescence
properties of indole with increasing polarity of the med-
ium.42,43 Recent investigations on 3-methylindole and its com-
plexes with various polar solvent molecules have revealed,
however, that the dispersed La fluorescence is structured44

and not broad and redshifted, as previously assumed.
The calculated dipole moments of the lowest electronic sing-

let states of indole in the ground-state equilibrium geometry
are 1.87 (S0), 1.55 (Lb), 6.12 (La) and 11.03 D (1ps*),20 see also
ref. 45 and 46. The expected large dipole moment of La is thus
confirmed by the calculations, but the dipole moment of the
1ps* Rydberg-like state is, surprisingly, much higher. The
explanation of the unexpectedly large dipole moment of the
1ps* state of indole is provided by Fig. 2, which shows that
the p!s* excitation involves the shift of the electronic charge
from the aromatic ring to the hydrogen atom of the NH group.
While the closely spaced La and Lb states of indole are likely

to invert in a polar medium,42–44 a pronounced lowering of the
repulsive 1ps* state must also take place. As is schematically
shown in Fig. 4, the barrier separating the S1(pp*) minimum
from the 1ps*–S0 conical intersection can thus essentially be
eliminated, resulting in a complete quenching of the fluores-
cence, as observed experimentally.2,4 The variation of the life-
time of tryptophan with the protein structure can likewise be
viewed as arising from the variation of the energy of the
1pp*–1ps* crossing, depending on the local environment.

4. Photochemistry of clusters of phenol and indole
with water and ammonia

If, as suggested above, hydrogen detachment is the primary
photochemical process in biomolecular chromophores, then a
substantial modification of the photochemistry is expected in
hydrogen-accepting solvents. The size-specific spectroscopy
of jet-cooled clusters of phenol/indole with water and ammo-
nia is ideally suited to investigate this question. It is known
that the reaction H+H2O!H3O is endothermic, while the
reaction H+NH3!NH4 is approximately isothermic.
Ammonia is thus a better hydrogen acceptor than water. We
may thus expect characteristic differences between the photo-
chemistry of phenol(indole)–water and phenol(indole)–ammo-
nia clusters. Detection of the ammonium radical, in particular,
can serve as a sensitive probe of photochemically induced
hydrogen-detachment processes.11,47–49

Reaction paths and PE profiles for excited-state chromo-
phore-to-solvent hydrogen transfer reactions have been
obtained recently for clusters of phenol and indole with water
and ammonia.22,50,51 As representative examples, we discuss
here the phenol–H2O and phenol–NH3 clusters.
The CASPT2 PE functions calculated along the minimum-

energy reaction path for hydrogen atom transfer between phe-
nol and water/ammonia are shown in Fig. 5. The correspond-
ing PE functions for hydrogen detachment of free phenol have
been given in Fig. 1(a). The most notable effect of the com-
plexation of phenol with water or ammonia is the removal of
the conical intersection of the 1ps* state with the electronic
ground state. In comparison with free phenol or phenol(in-
dole) in aprotic solvents, the S0 energy is lowered for large
OphH distances due to the stabilization of the ion-pair config-
uration in the ground-state wave function, i.e., the ground-
state proton-transfer species PhO�H3O

+ or PhO�NH4
+. The

1ps* energy, on the other hand, is pushed upward at large
OphH distances, resulting in a shallow minimum of the 1ps*
surface. This minimum corresponds to a biradical configura-
tion, consisting of a phenoxyl radical, C6H5O

�, and a hydro-
nium, H3O

�, or ammonium, NH4
�, radical, respectively. An

H atom has thus been transferred between phenol and the sol-
vent molecule. In view of the nonfluorescent character of the
1ps* state and the relatively large energy gap to the ground
state, the hydrogen-transferred complex should be metastable
as long as the O–O (O–N) distance is kept fixed. In fact, due
to the strongly repulsive character of the 1ps* state, the sol-

Fig. 4 Schematic illustration of the effect of a polar nonprotic envir-
onment on the photophysics of an aromatic chromophore, e.g. indole.

Fig. 5 CASPT2 PE profiles of the phenol–water (a) and phenol–
ammonia (b) complexes as a function of the hydrogen-transfer reaction
coordinate. Squares: 1pp* state; triangles: 1ps* state; circles: S0 state.
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vated hydronium (ammonium) cluster may be ejected by the
collision of the fast H atom with the solvent shell. The fast
IC process to the electronic ground state, present in the bare
molecule, is thus effectively quenched in the solvated phenol
molecule.
More insight into the nature of the hydrogen-transfer pro-

cess is provided by the electronic wave functions, in particular
the s* orbitals. Fig. 6 displays the s* orbital of phenol–H2O
and phenol–NH3 , both at the equilibrium geometry of the
ground state (upper panel) and the equilibrium geometry of
the 1ps* state (lower panel). It is clearly seen that the s* orbi-
tal attaches to the water (ammonia) molecule already at the
geometry of vertical excitation, that is, the electronic excitation
involves a chromophore-to-solvent electron-transfer process.
When the geometry of the complex relaxes to the 1ps* mini-
mum, the proton follows the electron, forming the hydronium
(ammonium) radical. The phenoxy and hydronium (ammo-
nium) radicals are connected by a strong hydrogen bond.
The net hydrogen-transfer reaction is thus actually a concerted
electron- and proton-transfer process.22

It is noteworthy that the energetics of the hydrogen-transfer
process is different in phenol–water and phenol–ammonia.22

As can be seen in Fig. 5, the H-transfer process is endothermic
in phenol–H2O, while it is exothermic in phenol–NH3 . The
1pp* and 1ps* minima in phenol–NH3 are separated by a bar-
rier, however, which is located near the 1pp*–1ps* PE cross-
ing.
These computational results are helpful for the interpreta-

tion of the large amount of spectroscopic and kinetic data
which have been collected in recent years for phenol–water
and phenol–ammonia clusters.6–8 Some of the observations
are:
(i) The fluorescence lifetime of the 1pp* origin of the phenol–

H2O complex is of the order of 15 ns,31 longer than in free phe-
nol. This is in accord with the high energy of the crossing of the
1pp* and 1ps* states and the endothermicity of the H-transfer
reaction in the phenol–water cluster (cf. Fig. 5(a)). Indeed, no
signature of H transfer has been observed in phenol–H2O. In
the phenol–NH3 complex, on the other hand, the fluorescence
lifetime of the 0–0 line is 1.2 ns, shorter than in free phenol,
and the H-transfer reaction leading to the phenoxyl radical
and NH4 has recently been detected.11,47,49 This is strong evi-
dence that the 1pp* lifetime in phenol–ammonia complexes is
determined by the excited-state hydrogen-transfer reaction.
(ii) The reaction rate for H-transfer depends strongly on the

excess energy in the S1(pp*) state in a mode-specific manner.
The lifetime of the phenol–ammonia complex decreases when
internal vibrations of phenol are excited: from 1.2 ns for the
0–0 transition to 370 ps for a ring vibration (786 cm�1) of phe-

nol, and to 390 ps, when the intermolecular O–H–NH3 stretch-
ing coordinate with an energy of 182 cm�1 is excited.52

(iii) The 1pp* lifetime of phenol–(NH3)n clusters decreases
when the cluster size increases. In this case the H-transfer reac-
tion is experimentally well characterized, since the solvated
ammonium radicals, NH4(NH3)n�1 , which are formed by the
dissociation of the hot clusters after the exothermic H transfer,
are long-lived species (lifetimes in the (s range) which can be
detected by ionization52 or IR spectroscopy.47 The 1pp* life-
time of the phenol(NH3)2 complex has been determined to
be 400 ps, and it drops to 50 ps for the phenol(NH3)3 com-
plex.52 These findings are easily understood in terms of the
lowering of the barrier associated with the 1pp*–1ps* curve
crossing upon solvation. Owing to its large dipole moment,
the 1ps* state is stabilized more than the 1pp* state, which
leads to a decrease and eventually disappearance of the barrier.
An interesting by-product of the computational studies for

phenol(indole)–(H2O)n clusters is the discovery of a sponta-
neous charge-separation process within the H3O(H2O)n�1 clus-
ters.22,50,51 The phenomenon is illustrated in Fig. 7 for the
phenol(H2O)3 cluster. At the equilibrium geometry of the
1ps* state, the structure consists of a phenoxyl radical, a
H3O

+ cation, and a localized electron cloud, which is solvated
by two water molecules. The H3O radical thus decomposes
into a hydronium cation and a ‘‘ solvated’’ electron, see Fig.
7. Calculations for neat H3O(H2O)3m clusters up to m ¼ 3
have shown that this effect persists for larger clusters.53 More-
over, the calculated electronic and vibrational spectra of these
clusters show intriguing similarities with the spectra of the
hydrated electron in liquid water.54 Electron ejection, that is,
the formation of hydrated electrons, has long been known to
be an important channel in the UV photochemistry of trypto-
phan and tyrosine in aqueous solution.55,56 The calculations
strongly suggest that the primary photochemical process is
H-atom ejection; the H atom then spontaneously decomposes
in the aqueous environment to form solvated H3O

+ cations
and solvated electrons.53,54 Since this biologically highly rele-
vant solvation process occurs already in small chromophore(-
H2O)n clusters, it should be amenable to investigation with
precise spectroscopic techniques. It should also be mentioned
that the electronic spectra measured for NH4(NH3)n clusters

57

show fast convergence towards the spectrum of the solvated
electron in ammonia.58 This observation is confirmed by a
recent computational study of the electronic spectra of
NH4(NH3)n clusters.59

5. Photochemistry of DNA bases

Up to now only relatively few calculations of the excited states
of DNA bases with ab initio methods have been reported. The
presence of several heteroatoms with lone pairs results in the
existence of a number of low-lying 1np* and 1ps* states in
addition to the 1pp* states, resulting in a rather complex elec-
tronic spectrum. Moreover, the DNA bases possess several
tautomers of comparable energy in the electronic ground state,
which is the consequence of the mobility of some of the hydro-

Fig. 6 The s* natural orbital obtained by a CASSCF calculation for
the 1ps* state of the phenol–water complex (left) and the phenol–
ammonia complex (right). Upper panel: wave function calculated at
the ground-state equilibrium geometry; lower panel: wave function cal-
culated at the 1ps* equilibrium geometry.

Fig. 7 The s* orbital obtained by a CASSCF calculation for the
1ps* state of phenol(H2O)3 at the

1ps* equilibrium geometry.
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gen atoms. Calculations of the vertical excitation spectra of
adenine, guanine and cytosine by different methods have been
reported in ref. 60–67. In a few cases, excited-state geometry
optimizations have been performed for the lowest 1pp* and
1np* states.65–68

Surprisingly, even the vertical excitation energies of the low-
lying 1ps* states in DNA bases seem to be unknown; at least
these states have not been listed in the theoretical papers (with
one exception, an early calculation on cytosine60), although it
is clear that at least some of them must fall into the energy
range of the lowest 1pp* states.
In a first exploratory study we have calculated the excited

states and hydrogen-detachment reaction paths of adenine.
The structure of the 9H tautomer of adenine is shown as an
insert in Fig. 8. From the discussion in Sections 2 and 4 it is
clear that this tautomer has two potentially active centers for
hydrogen detachment, the azine (NH) group and the amino
(NH2) group. We thus expect two low-lying 1ps* states, with
the s* orbital localized on either of these groups. In addition,
there must be low-lying 1np* states, arising from the lone pairs
of the nitrogen atoms. Since accurate CASSCF and CASPT2
calculations are tedious and time-consuming in this case of
densely spaced excited states, the time-dependent density-func-
tional-theory (TDDFT) method69 with the B3LYP functional
has been employed for the calculation of the reaction-path
energy profiles. The reaction-path geometries of the excited
states have been determined at the CASSCF level (the compu-
tational details are reported elsewhere70). To allow for a clear
distinction of pp*, np* and ps* states, the molecules have been
constrained to the planar. (Geometry optimization of the
ground state yields a slightly nonplanar amino group;66 the
energy lowering with respect to the planar form is of the order
of a fraction of a kcal mol�1 and thus negligible for the present
purposes.)
Fig. 8 shows PE profiles obtained as a function of the N9H

stretch coordinate of 9H-adenine. As before, the reaction paths
have been optimized in the excited states, while the energy of
the S0 state is calculated at the 1ps* optimized geometries.
The TDDFT/B3LYP method cannot be expected to be suffi-
ciently accurate to yield the correct ordering of the densely
spaced excited states of adenine. Previous calculations have

indicated, however, that the method may be reliable as far as
the shape of hydrogen-transfer PE functions is concerned.70

The photochemical behavior of the lowest 1ps* state of 9H-
adenine is seen to be exactly the same as found in phenol and
indole (cf. Fig. 1). The 1ps* PE profile exhibits the indication
of a barrier which reflects the Rydberg-to-valence transforma-
tion of the s* orbital. Overall, the 1ps* PE function is repul-
sive and exhibits symmetry-allowed crossings with the 1pp*
and S0 states. The lowest

1np* state is bound like the 1pp* state
with respect to hydrogen detachment. The crossing of the 1ps*
and 1np* PE functions is, in principle, an avoided one, as both
states are of 1A00 symmetry. The interaction of these two states
appears to be weak, however.
Fig. 8 confirms that the conical intersection of the 1ps* state

with the S0 state is a general phenomenon. Like in indole and
phenol, the ground state dissociates towards an excited 2s
radical, while the lowest 1ps* state dissociates towards the
2p ground state of the hydrogen-abstracted radical. The argu-
ments outlined in sections 2–4 for indole and phenol and their
clusters with water and ammonia thus apply analogously for
adenine and, by implication, for the other DNA bases.
The particular role of a repulsive 1ps* state has first been

noted in calculations on the phototautomerization of 2-hydro-
xypyridine,72 which can be considered as a simplified model of
DNA bases. It has been shown that the phototautomerization
of this system73 likely involves a dissociation and re-attach-
ment of the mobile hydrogen atom via a conical intersection
with the ground state.72

The general picture of the photochemistry of isolated DNA
bases is thus as follows. As a consequence of the reduced aro-
maticity of these molecules owing to the presence of several
heteroatoms, the strongly absorbing 1pp* states are located
relatively high in energy. This property narrows the energy
gap between the threshold of absorption (the 0–0 line of the
lowest 1pp* state) and the radiationless-decay threshold. The
latter is determined by the minimum of the crossing seam of
the 1pp* state with the lowest 1ps* state. This qualitative pic-
ture (cf. the PE surfaces of Fig. 3) explains the rather short LIF
spectra of jet-cooled purine bases, with sharp and isomer-spe-
cific cut-offs of the fluorescence. Since the 1np* states are of the
same symmetry species as the 1ps* states for planar systems,
they may interact more directly with the repulsive 1ps* states
and may therefore acquire shorter lifetimes. Indications of a
shorter lifetime of 1np* states have been found in several
experiments.14,15 In the condensed phase, the highly polar
1ps* states are lowered relative to the less polar 1pp* and
1np* states, resulting in a complete quenching of the fluores-
cence. Very short excited-state lifetimes have recently been
determined for DNA nucleosides in aqueous solution.74,75 In
protic environments, the same hydrogen-transfer processes
are expected as have been discussed above for phenol and
indole. In clusters, this can lead to fast fragmentation (on a
timescale of a few hundred femtoseconds), as recently observed
for adenine–water clusters.76

6. Conclusions

We have pointed out in this article that excited electronic states
of 1ps* type play a pivotal role in the photochemistry of aro-
matic molecules, in particular those containing enol and azine
groups. These 1ps* states are dark in absorption (more pre-
cisely, they have very small transition dipole moments with
the ground state) and their PE surfaces are dissociative along
OH/NH stretch coordinates. These properties render their
spectroscopic detection extremely difficult. Experimentally,
the existence of these states can be inferred only indirectly,
via the interpretation of the relaxation or fragmentation
dynamics following photoexcitation. In this situation, ab initio
computational chemistry provides an invaluable tool. The cal-

Fig. 8 PE profiles of the lowest 1pp* state (squares), the lowest 1np*
state (diamonds), the lowest 1ps* state (triangles), and the S0 state (cir-
cles) of 9H-adenine, as a function of the NH stretch reaction coordi-
nate. Geometries have been optimized at the CASSCF level; the PE
profiles have been obtained with the TDDFT method.
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culations have revealed the key features of these states, which
are:
(i) 1ps* PE functions are repulsive with respect to OH or

NH stretch coordinates, and thus can predissociate the bound
1pp* and 1np* states.
(ii) 1ps* states are highly polar, which implies that their

energetic location relative to the less polar 1pp* and 1np* states
is strongly dependent on the environment.
(iii) 1ps* PE surfaces generically exhibit a conical intersec-

tion with the electronic ground-state PE surface; this intersec-
tion provides the mechanism for ultrafast internal conversion
to the ground state.
The universally repulsive character of the 1ps* states origi-

nates from three properties of the s* orbital: (a) it is comple-
tely localized on a single OH or NH group, (b) it is
antibonding with respect to the OH or NH bond, and (c) upon
stretching of the OH/NH bond, the 3s-type s* orbital col-
lapses to the 1s orbital of the hydrogen atom, resulting in a
large energy gain. The strongly polar character of 1ps* states
is a direct consequence of the localization of the s* orbital on
the OH/NH bond: p!s* excitation shifts one electronic
charge from the aromatic ring(s) towards the border of the
molecule, resulting in a dipole moment of �10 D for typical
enoles and heterocycles.20–22 The generic conical intersection
of the 1ps* states with the ground state is a simple conse-
quence of the fact that the ground state is of A0 symmetry,
and thus cannot correlate with the lowest dissociation limit,
which corresponds to the aromatic p radical and the H(1s)
atom and is of A00 symmetry in planar systems. The 1A0 ground
state correlates asymptotically with a 2s excited state of the
radical and must be intersected by the lowest 1ps* state which
correlates with the 2p ground state of the radical.
It has also been shown in this article by reference to both

experimental data and calculations that a hydrogen-accepting
environment causes profound changes in the photochemical
dynamics of aromatic chromophores. The presence of water
or ammonia as solvent molecules removes the conical intersec-
tion of 1ps* with S0 . Instead of IC to the electronic ground
state, an excited-state hydrogen-transfer reaction takes place
in clusters of phenol and indole with water or ammonia.
Ammonia is a particularly good H-atom acceptor and thus
can serve as a detector of the excited-state hydrogen-transfer
reaction in clusters.48,49 The calculations have shown, further-
more, that after hydrogen transfer from phenol or indole to
water, a spontaneous charge separation process takes place,
resulting in a hydronium cation and a localized solvated elec-
tron cloud.22,50 This result reveals the microscopic mechanism
of the production of solvated electrons in the UV photolysis of
aromatic chromophores in liquid water.55,56

It has previously been pointed out in a theoretical investiga-
tion of the photochemistry of malonaldehyde that the photo-
stability of typical excited-state intramolecular-proton-
transfer systems such as ortho-hydroxybenzoxazoles or hydro-
xyphenylbenzotriazoles likely arises from ultrafast excited-
state quenching via repulsive 1ps* states and conical intersec-
tions with the ground state.77 This conical intersection pro-
vides the mechanism for ultrafast return of the excited
molecule to the electronic ground state, thus bypassing the
potentially reactive triplet states. First experimental results
with highest time resolution on the model system o-hydroxy-
benzaldehyde appear to support this picture.78,79 It is intri-
guing that the mechanisms ensuring the photostability of the
building blocks of life appear to be basically the same as those
in commercial photostabilizers.
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